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Abstract

Successful river flow time series forecasting is a major goal and an essential proce-
dure that is necessary in water resources planning and management. This study intro-
duced a new hybrid model based on a combination of two familiar non-linear method of
mathematical modeling: Self Organizing Map (SOM) and Least Square Support Vector5

Machine (LSSVM) model referred as SOM-LSSVM model. The hybrid model uses the
SOM algorithm to cluster the training data into several disjointed clusters and the indi-
vidual LSSVM is used to forecast the river flow. The feasibility of this proposed model
is evaluated to actual river flow data from Bernam River located in Selangor, Malaysia.
Their results have been compared to those obtained using LSSVM and artificial neural10

networks (ANN) models. The experiment results show that the SOM-LSSVM model
outperforms other models for forecasting river flow. It also indicates that the proposed
model can forecast more precisely and provides a promising alternative technique in
river flow forecasting.

1 Introduction15

Bernam River is located between the Malaysian states of Perak and Selangor, demar-
cating the border of the two states. Bernam River flow from Mount Liang Timur in the
east on the Titiwangsa Mountains to the Straits of Malacca in the west. The peak of
Mount Liang Timur itself marks the point where Pahang, Perak and Selangor meet. The
eastern part of the river is suitable for palm oil and rubber tree plantation while swamps20

fill the western areas. A percentage of the swampy areas have been reclaimed and
dried up by a drainage system. Some has been converted into paddy fields. So that,
the forecasting of a river flow would be such an important information needed for those
working with it such as a plantation company, a farmer and etc.

Nowadays, river flow forecasting is an active research area that have been stud-25

ied. The flow is critical to many activities such as designing flood protection works for
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urban areas and agricultural land, and assessing how much water may be extracted
from a river for water supply or irrigation. In the a few decades, with the development
of software technology, there have been many approaches affiliated to the technique
used including data-driven models. Among the various types of data-driven models,
an Artificial neural network (ANN) is the most widely used for time series forecasting5

and has been successfully employed in modeling a wide range of hydrologic contexs
(Maier and Dandy, 2000; Dibike and Solomatine, 2001; Bowden et al., 2005; Dolling
and Varas, 2003; Muhamad and Hassan, 2005; Kisi, 2008; Wang et al., 2009; Keskin
and Taylan, 2009; Luk et al., 2000; Hung et al., 2009; Affandi and Watanabe, 2007;
Birkinshaw et al., 2008; Corzo et al., 2009). However, there are some disadvantages10

of the ANN. The network structure is hard to determine and it is usually determined by
using a trial-and-error approach (Kisi, 2004).

Recently, the support vector machine (SVM) method, which was suggested by Vap-
nik (1995), has used in a range of applicants, including hydrological modeling and water
resources process (Asefa et al., 2006; Yu et al., 2006) and etc. Several studies have15

been carried out using SVM in hydrological modelling such as stream flow forecasting
(Wang et al., 2009, Asefa et al., 2006; Lin et al., 2006), rainfall runoff modeling (Dibike
et al., 2001; Elshorbagy et al.,2009a, b) and flood stage forecasting (Yu et al., 2006).
However, the standard SVM is solved using complicated quadratic programming meth-
ods, which are often time consuming and has higher computational burden because of20

the required constrained optimization programming.
As a simplification of SVM, Suykens and Vandewalle (1999) have proposed the use

of the least squares support vector machines (LSSVM). LSSVM has been used suc-
cessfully in various areas of pattern recognition and regression problems (Hanbay,
2009; Kang et al., 2008). LSSVM encompasses similar advantages as SVM, but its25

additional advantages is that it requires solving a set of only linear equations, which is
much easier and computationally more simple. The method uses equality constraints
instead of inequality constraints and adopts the least squares linear system as its loss
function, which is computationally attractive. LSSVM also has good convergence and
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high precision. Hence, this method is easier to use than quadratic programming solvers
in SVM method. Extensive empirical studies (Wang and Hu, 2005) have shown that
LSSVM is comparable to SVM in terms of generalization performance. The major ad-
vantage of LSSVM is that it is computationally very cheap while it still possesses some
important properties of the SVM. In the water resource, the LSSVM method has re-5

ceived very little attention literature and only a few applications of LSSVM to modeling
of environmental and ecological systems such as water quality prediction (Yunrong and
Liangzhong, 2009).

The Self Organizing Map (SOM) proposed by Kohonen (2001) is one category of
ANN was first used as an information-processing tool in the fields of speech and im-10

age recognitation. The SOM has been successfully applied for clustering, classifica-
tion, estimation, prediction and data mining (Vesanto and Alhoniemi, 2000; Kohonen,
2001). The SOM has found increasing interest in water resources application such
as classification of satellite imagery data and rainfall estimation (Murao et al., 1993),
rainfall-rounoff modeling (Hsu et al., 2002), typhoon-rainfall forecasting (Lin and Wu,15

2009), river flood forecasting (Chang, 2007) and water resource problems (Kalteh et
al., 2008). SOM is an excellent method to cluster data accoring to their similarity. The
superior performance of SOM compared with the other clustering methods has been
discussed in the literature (Chen et al., 2005; Manigiameli et al., 1996; Lin and Chen,
2006).20

Improving forecasting especially time series forecasting accuracy is an important yet
often difficult task facing decision-makers in many areas. Using hybrid models has
become a common practice to improve the forecasting accuracy. There have been
several studies showed hybrid models can be an effective way to improving predictions
achieved by either of the models used separately(Zhang, 2003; Jain and Kumar, 2007;25

Chen and Wang, 2007; Pai and Lin, 2005). In recent years, more hybrid forecasting
model which combining cluster techniques with forecasting model has successfully
solved many predictions problems such as SOM with ANN (Pal et al., 2003; Lin and
Wu, 2009; Wang and Yan, 2004), SVM (Cao, 2003; Fan and Chen, 2006; Fan et al.,
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2007; Huang and Tsai, 2009), Radial basis function (Lin and Chen, 2005) and other
models (Chang and Liao, 2006; Chang et al., 2007, 2008).

In this paper, a new hybrid model which combines the SOM with the LSSVM (SOM-
LSSVM) models is proposed in order to improve the accuracy of river flow forecasting.
With the advantages of the data analysis technique developed by SOM and capability5

of LSSVM, the proposed hybrid model is expected to be useful for river flow forecast-
ing. The prediction results by SOM-LSSVM model is compared with a forecasting
model developed by the conventional ARIMA, ANN and LSSVM models. To verify the
application of this approach, the river flow data from Bernam River located in Selangor,
Malaysia is chosen as the case study.10

2 Forecasting models

In this section represent the ANN, LSSVM and SOM-LSSVM models used for river
flow forecasting. The choice of these models in this study was because these methods
have been widely and successfully used in time series forecasting.

2.1 Artificial Neural Network15

Artificial neural network is a model based on multi-layer perceptron, commonly referred
to as feedforward network. The most commonly used ANN in water resources and
hydrology is the feedforward multi layer perceptron (MLP) consists of three layers: an
input layer, a hidden layer and an output layer. Each neuron has a number of inputs
from outside the network or the previous layer and a number of outputs that leads to20

the subsequent layer of the network. A neuron computes the output response based
on the weighted sum of all its inputs according to an activation function.
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Mathematically, a three-layer MLP with p input nodes, q hidden nodes and one out-
put node can be expressed as

yt =g

 q∑
j=1

wj f

( p∑
i=1

wixt−i

) (1)

where yt is the output layers, xt−i is the input of the network, wi is the connection
weights between nodes of input and hidden layers, wi is the connection weights be-5

tween nodes of hidden and output layers, g and f are activation functions. The most
common of f is the sigmoid function and g is the linear function are adopted here.
Back-propagation is the most popular algorithm for training feed-forward MLP. For de-
tailed reviews of ANN along with their application in water resources and hydrology can
refer to Maier and Dandy (2000).10

2.2 Least Square Support Vector Machine

Least Square Support Vector Machine (LSSVM) is a modification of the standard Sup-
port Vector Machine (SVM) was develop by Suykens and Vandewalle (Suykens, 2005).
The basic LS-SVM is used for the optimal control of non-linear Karush-Kuhn-Tucker
systems for classification as well as regression.15

Consider a set data D = {(x1,y1), (x2,y2),...,(xn,yn)}, xi ∈<p, yi ∈<, x is the input
vector, y is the expected output and n is the number of data. The LSSVM has been
developed to find the optimally non-linear regression function

y(x)=wTϕ(x)+b (2)

By combining the functional complexity and fitting error, the optimization problem of20

LSSVM is given as:

J(w,ξ)=
1
2
wTw+

γ
2

n∑
i=1

ξ2
i (3)
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Such that :

y(x)=wTϕ(xi )+b+ξi i =1,2,3,...,n (4)

This formulation consists of equality instead of inequality constraints. To solve this
optimization problem, Lagrange function is constructed as

L(w,b,ξ;α)= J(w,b,ξ)−
n∑

i−1

αi{wTϕ(xi )+b−yi +ξi} (5)5

where αi are the Langrange multipliers, which can be positive or negative. The solution
of Eq. (5) can be obtained by partially differentiating with respect to w, b,ξi and αi

∂L
∂w =0→w =

n∑
i−1

αiϕ(xi )

∂L
∂b =0→

n∑
i−1

αi =0

∂L
∂ξi

=0→αi =γξi
∂L
∂αi

=0→wTϕ(xi )+b−yi +ξi =0

(6)

After elimination of the variables w and ξi one obtains the following matrix solution.[
0 1T

v

1T
v Ω+ 1

γ I

] [
b
α

]
=
[

0
y

]
(7)10

with y = [y1,y2,...,yl ],1
T
v = [1, 1,..., 1],α = [α1, α2,..., αl ] and Mercer’s condition is ap-

plied within the Ω matrix;

Ωi j = yiyjϕ(xi )
Tϕ(xj )= yiyjK (xi ,xj ) (8)

The fitting function namely the output of LSSVM Regression is,

y(x)=
n∑

i=1

αiK (xi ,x)+b (9)15
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For a point xj to be evaluated it is:

y(xj )=
n∑

i=1

αiK (xi ,xj )+b

where αi , b are the solutions to the linear system and K (xi ,xj ) is a kernel function.
The most popular kernel function is Radial Basis Function (RBF), as shown in Eq. (10)
(Liu and Wang, 2008; Gencoglu and Ulyar, 2009).5

K (xi ,xj )=exp

(
−
‖x−xi‖

2

δ2

)
(10)

2.3 Self Organizing Map and Clustering

An Clustering can be considered the most important unsupervised learning problem.
A cluster is therefore a collection of objects which are similar between them and are
dissimilar to the objects belonging to other clusters. In this paper, we present a Self10

Organizing Map (SOM) as a clustering technique. The SOM which is also known as
Self Organizing Feature Map (SOFM) proposed by Professor Teuvo Kohonen, and is
sometimes called as Kohonen Map Kohonen, 2001) is an unsupervised and compet-
itive learning algorithm. SOM has been used widely for data analysis in some areas
such as economics, physics, chemistry as well as medical applications.15

SOM can be used as clustering tools since its convert the non linear statistical re-
lationship between high dimensional data into simple geometric relationships of their
image points on a low-dimensional display. By that way, the data points which showed
similar properties are placed close to each other within the output of SOM algorithm
(Budayan et al., 2009).20

The objective of SOM is to maximize the degree of similarity of patterns within a clus-
ter, minimize the similarity of patterns belonging to different clusters, and then present
the results in a lower-dimensional space. Basically, the SOM consists of two layer of
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artificial neurons: the input layer, which accepts the external input signals, and the
output layer (also called the output map), which is usually arranged in a two dimen-
sional structure. Every input neuron is connected to every output neuron, and each
connection has a weighting value attached to it. The architecture of SOM are shown in
Fig. 1.5

Output neurons will self organize to an ordered map and neurons with similar weights
are placed together. They are connected to adjacent neurons by a neighborhood re-
lation, dictating the topology of the map (Moreno, 2006). The concept of learning
algorithm for SOM is unsupervised and competitive. The training process of SOM is
described below:10

For simplicit, we assume that the input vector X of SOM by

X = [x1,x2, ...,xn] (11)

where n is the dimension of the input vector. The weight vector connecting input vector
to the hidden neuron i is denoted by

Wi = [wi1,wi2, ...,win] i =1, 2, ..., m (12)15

The weight are initialized as small random numbers at beginning of the training pro-
cess. In competitive learning networks, the neurons compete among themselves to
determine a winner by calculating the distance between the input vector and the weight
vectors of all neurons in the hiddeen layer. The winner I is defined as the one whose
weight vector is the closet to the input vector X , i.e.20

I(X )=min
∀i

‖X −Wi‖ i =1, 2, ..., m (13)

The Euclidean distance is often used as the similarity measure for SOM. The output
neuron whose weight vector has the smallest distance from the input vector is called
the winning neuron.

After determining the winning neuron, the lateral intersections between the win-25

ing neuron and its neighourhood are calculated using the topological neighbourhood
8187
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function. The neighborhood function takes the form of a Radial Basis function that is
appropriate for representing the biological lateral interaction (Kohonen, 2001; Rui Xu,
2009)

hj i (t)=η(t)exp

(
−||rj −ri ||

2

2σ2(t)

)
(14)

Where ||rj − ri || represent Euclidean distance between the winning neuron iand the5

neighbouring neuron j and σ(t) is the bandwidth of the radial basis kernel function.
Next, the weights of this winning neuron are adjusted according to the input patterns

using the algorithm defined as

Wi (t+1)=Wi (t)+hj i (t)(X −Wi (t)) (15)

where η(t) is the learning rate at time t and Wi (t+1) is the adjusted weight vector at10

time (t+1).
After the weights have been updated, the winning neuron and the neighbourhood

neurons become more similar to the corresponding input pattern. The processes con-
tinues until convergence has been reach. Finally the trained SOM can be obtained.
More details regarding the learning algorithm of SOM are given by Kohonen (2001).15

2.4 Integrating the SOM-LSSVM model

In this study, a hybrid model was implememted which combines the SOM clustring
algorithm with the LSSVM model, as illustrated in Fig. 2. In the first stage, the datasets
are divided into several groups or clusters. In order to do this, SOM is used to cluster
the training data into several disjointed clusters. Each cluster contains similar objects.20

(Huang and Tsai, 2009). After the clustering process, an individual LSSVM model for
each cluster is constructed. LSSVM can do a better forecast for each group or cluster.
After running an individual LSSVM for each cluster, the result will be combined in order
to get the final result. A proposed method are needed to carry out in order to discover
a better results.25

8188

http://www.hydrol-earth-syst-sci-discuss.net
http://www.hydrol-earth-syst-sci-discuss.net/7/8179/2010/hessd-7-8179-2010-print.pdf
http://www.hydrol-earth-syst-sci-discuss.net/7/8179/2010/hessd-7-8179-2010-discussion.html
http://creativecommons.org/licenses/by/3.0/


HESSD
7, 8179–8212, 2010

River Flow
Forecasting: a Hybrid

Model of Self
Organizing Maps

S. Ismail et al.

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

3 The study area and data

In this research, we examined the data gather from monthly river flow of Bernam River
located in Selangor, Penisular Malaysia. The upper Bernam River basin had been
identified as the ultimate and largest source of water supply for Bernam River especially
for irrigation. The study area is about 1090 km2 with Bernam River monitoring station5

as the downstream outlet. The location of Bernam river catchment is shown in Fig. 3.
The data was collected from January 1966 to December 2005. The mean monthly river
flow of Bernam River were selected for this study.

Esentially, each data set is divided into two parts; trianing and testing data. Training
data is used exclusively for model development and testing data is used to measure10

the performance of the model on untrained data. Solomatine et al. (2008) suggested
that in splitting of data into training and testing data sets, these sets should have similar
distribution of low and high flow or similar properties of the input and output variables.
However, they found to make the generalization of the training and testing sets with
the similar properties are not an easy task. Most studies suggested that the ratio of15

splitting for training and testing as 70%:30%, 80%: 20% and 90%:10%, respectively.
The selection of the ratio could be based on the the particular problems (Zhang et al.,
1998; Firat, 2007; Kisi, 2008, Wang et al., 2009).

In this study, 88% of the data sets consist of 456 monthly records from January
1966 to December 2003 is used for training whilst 12% of data sets containing of 6020

mean monthly river flow, recorded from January 2004 to December 2008 is used for
testing. The training set is used for model selection and parameter optimization, being
the testing set used to compare the proposed approach with other models. Before
the training process begins, data normalization is often performed. The river flow was
normalized in the range [0, 1] by the following equation:25

xt =0.1+
x′
t

1.2max(x′
t)

(16)
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where x′
t and xt represent the an original data and normalized while max (x′

t) represent
the maximum values among the original data.

4 Input determination

As in any data-driven models such as ANN and LSSVM models, the selection of ap-
propriate model inputs would play an extremely important role in their successful im-5

plementations since it provides the basic information about the system being modeled.
In time series forecasting, very little attention is given to the task of selecting appro-
priate model inputs. Many papers reviewed failed to describe the input determination
methodology used, and consequently, raised doubts about optimality of the input ob-
tained (Bowden et al., 2005). Most researchers design experiments to help select the10

model inputs while others adopt some empirical ideas. For example, Patil (1992) pro-
posed model inputs based on 12 inputs for monthly data and four for quarterly data
heuristically. Cheung et al. (1996) suggested the maximum entropy principles to iden-
tify the time series lag structure. Tang and Fishwick (1993) claimed that the number of
model inputs is simply the number of autoregressive (AR) in the Box-Jenkins models.15

Refenes et al. (1997) suggested a stepwise method for determining input for ANN mod-
els. Roadknight et al. (1997) used cross correlation analysis or principal component
analysis as a guide for determining the input. Aqil et al. (2006) employed two statis-
tical methods, i.e. autocorrelation (ACF) and partial autocorrelation (PACF) to identify
the appropriate input variables. Behzad et al. (2009) selected the best model inputs by20

trial and error according to minimum test error in the ANN and SVM modeling. Corzo et
al. (2009) used the correlation and average mutual information analysis involving differ-
ent sub-basins uses precipitation and river flow to determine the best input variables.
Khashei and Bijari (2010) proposed ARIMA model to determining the input variables
in order to yield a more accurate forecasting model than ANN. The empirical results25

with three well-known real data sets showed that the proposed input variables can be
an effective way to improve forecasting accuracy achieved by ANN. The use of input
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variables from the data values of previous time and optimum number of input variables
were determined by trial and error has been reported by Firat (2007), Firat and Gun-
gor (2007), Firat (2008), Sivapragasam and Liong (2005), Juhos et al. (2008), Partal
and Kisi (2007) and among others.

In this study, three approaches were used to determine the model inputs. The first5

approach, six model inputs were chosen based on the past river flow. The appropriate
lags were chosen by using a trial-and-error approach (xt−1, xt−2,. . . , xt−p where p is 2,
4, . . . , 12). The second and third approach are by setting the inputs vector nodes equal
to the number of lagged variables from two statistical methods (i.e. stepwise multiple
regression analysis and ARIMA model). Stepwise multiple regression analysis led to10

the selection of 7 input attributes (xt−1,xt−2,xt−4,xt−5,xt−7,xt−10 and xt−12).
In the literature, extensive applications and reviews of ARIMA models proposed for

modeling of water resources time series were reported (Yurekli et al., 2004; Muhamad
and Hassan, 2005; Huang et al., 2004; Modarres, 2007; Fernandez and Vega, 2009;
Wang et al., 2009). In the identification step, the sample autocorrelation function (ACF)15

and sample partial autocorrelation function (PACF) is used to see whether the series is
stationary or not, and to chose a tentative model. The ACF and PACF for the series are
plotted in Fig. 4. The ACFs curve for monthly streamflow data decayed with mixture
of sine wave pattern and exponential curve that reflects the random periodicity of the
data and indicates the need for seasonal MA terms in the model. In the PACF there20

were significant spikes present near lag 12 and 24, and therefore the series need for
seasonal AR process. The criterions to judge for the best model based on Akaike’s
Information Criterion (AIC) show that the ARIMA (2,0,0)× (2,0,2)12 is a relatively best
model. Since the ARIMA (2, 0, 0)× (2, 0, 2)12 is the best model, then the model is used
to identify the input structures. The model can be written as25

(1−0.352B−0.132B2)(1−0.603B12−0.395B24)xt = (1−0.477B12−0.460B24)at

and can be rewritten as
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xt =0.352xt−1+0.132xt−2+0.603xt−12−0.212xt−13+0.079xt−14a

+0.395xt−24−0.139xt−25−0.052xt−26−0.477at−12−0.460at−24+at

So, the function form of the model input from ARIMA model is

yt = f (xt−1,xt−2,xt−12,xt−13,xt−14,xt−24,xt−25,xt−26,at−12,at−24) (17)

Equation (17) represents the input lagged variables in eighth approach. The model5

input of this model is shown in Table 1.

5 Evaluation of performance

The performances of each model for both the training data and forecasting data are
evaluated. based on the Mean Absolute Error (MAE) and Root Mean Square Error
(RMSE), which are widely used for evaluating results of time series forecasting. The10

MAE and RMSE are defined as below:

MAE=
1
n

n∑
t=1

|yt−ŷt | (18)

RMSE=

√√√√1
n

n∑
t=1

(yt−ŷt)
2 (19)

where yt and ŷt are the observed and the forecasted at the time t. The criterions to
judge for the best model are relatively small of MAE and RMSE in the modeling and15

forecasting. Other than that, correlation coefficient sometimes also called the corre-
lation coefficient (R) which was used as a performance measurement as well. It is a
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measure of how well the predicted values from a forecast model fit with the real-life
data with a perfect fit gives a coefficient of 1.0. The R is defined as:

R =

1
n

n∑
t=1

(yt− ȳ)(ŷt− ¯̂y t)√
1
n

n∑
t=1

(yt− ȳ)2

√
1
n

n∑
t=1

(ŷt− ¯̂y t)2

(20)

6 Experiment and result

6.1 Application of ANN5

The key tasks in time series forecasting is the selection of the input variables and the
number of neurons in the hidden layer. For the ANN models, there is no systematic
approach which can be followed. The universal approximation theorem shows that a
neural network with a single hidden layer with a sufficiently large number of neurons can
relate any given set of inputs and a set of outputs to an arbitrary degree of accuracy. As10

a result, the ANN designed in this study are equipped with one single hidden layer. The
determination of the number of neurons in the hidden layer is more art than science.

Determining the size of the network (the number of neurons) has important conse-
quences for its performance. A very small a network may not reach an acceptable level
of accuracy. Too many neurons may result in an inability for the network to generalize,15

it may lean the training patterns.
Since the number of inputs varies depending on the input determination method

used, it is not possible to use the same network architecture for each model. In this
study, a typical three layer ANN model with the hyperbolic tangent sigmoid transfer
function from the input layer to the hidden layer, and the linear function from the hidden20

layer to an output layer are used for forecasting monthly river flow time series. The
eight models (M1–M8) having various input structures are trained and tested by ANN
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models and the optimal number of neuron in the hidden layer was identified using a
trail and error procedure by the number of hidden neurons are equal to I/2, I, 2I and
2I+1 where I is the number of input.

The network was trained for 5000 epochs using the back-propagation algorithm with
a learning rate of 0.001 and a momentum coefficient of 0.9. The networks that yielded5

the best results for the forecasting set were selected as the best ANN for the corre-
sponding series. The results for the training and forecasting using a ANN model are
shown in Table 2.

Table 2 lists model performance evaluation results of the M1-M8 model for ANN
models with different of neurons in the hidden layer. For a training and forecasting10

period, ANN model based on the M8 with hidden neuron 20, obtained the best result
for MAE, RMSE and R.

6.2 Application of LSSVM

There is no theory that can used to guide the selection of number of input. In this study
the same inputs structures of the dataset which is M1 to M8 were used. The RBF is15

used as the kernel function for this study. In order to better evaluate the performance
of the proposed approach, we consider a grid search of (γ,σ2) with γ in the range
10 to 1000 and σ2 in the range 0.01 to 1.0. For each hyperparameter pair (γ,σ2) in
the search space, 5-fold cross validation on the training set is performed to predict the
prediction error. Table 3 shows the performance results obtained in the training and20

forecasting period of the LSSVM approach.
By considering these training and forecasting period, the lowest MAE and RMSE,

and the largest R for the series of data was calculated from M8 model.

6.3 Application of hybrid SOM-LSSVM Model

In this study, a SOM-LSSVM model is developed to predict 1 month ahead forecast of25

river flow. According to the above results, the M8 was the best input model, and then
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this model was chosen as input for the SOM-LSSVM model.
Determining the appropriate map sizes of clustering is very important for cluster

validity and effeciency. For a SOM of a large map sizes, input patterns will be grouped
into a large number of clusters would cause each neuron to memorize one of the input
patterns, although some clusters may have only one or two members. This clustering5

results is not suitable for the forecasting analysis. On the otherhand, if the map size
is too small, then many different data groups might be lumped into the same category
and the SOM fails to show the topological relationships of input patterns. Since there
is no systematic or standard method for finding the optimal number of map sizes in the
clustering algorithms, the optimal map size is obtained depending on the requirements10

of users. In this paper, three map sizes Kohonen layers of 2×2, 3×3 and 4×4 are
utilized. When SOM is applied to perform cluster analysis, a SOM of a small dimension
is the first choice. If the clustering result is reasonable and satifactory, the cluster
analysis is accepted. Otherwise, a SOM of a larger dimension is chosen to analyze
input patterns and this continued until a satisfactory result is obtained.15

In this study, only 4 cluster was considered to investigate the impacts of the number
of map sizes on the performances. We used the same parameters as the LSSVM’s
parameter for a single LSSVM model. Table 4 showed the predicted value of SOM-
LSSVM with various number of map sizes.

The results apparently show that the SOM-LSSVM with map sizes 2×2 has better20

performance than the the SOM-LSSVM with map sizes 3×3 and 4×4 for both training
and forecasting period.

6.4 Comparison

For further analysis, the error statistic of the optimum ARIMA, ANN, LSSVM and pro-
posed method, SOM-LSSVM model are compared to each other. Table 5 shows the25

comparison of training and forecasting precision among the those four approaches
based on three statistical measures.

Comparing performances of ARIMA, ANN, LSSVM and SOM-SSVM models, for
Bernam rivers in training and forecasting period shows that the lowest MAE and RMSE,
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and the largest R were calculated for SOM-LSSVM model respectively. From the Ta-
ble 6, it is evident that the SOM-LSSVM performed better than the ARIMA, ANN and
LSSVM models in training and forecasting process.

Figure 5 shows the comparison of scatter plots between modeled results by the four
models and actual data for the last sixty months during testing stage for Bernam river,5

respectively. All four approaches gave close approximations of the actual observations,
suggesting that these approaches are applicable for modeling river flow time series
data. However, the values of R and fit line equation coefficients of the SOM-LSSVM is
slightly superior to the other models. The results obtained in this study indicate that the
SOM-LSSVM model is powerful tools to model the river flow time series and can give10

good prediction performance than ARIMA, ANN and LSSVM time series approach.
The results indicate that the best performance can be obtained by SOM-LSSVM model
followed by LSSVM, ANN and ARIMA models.

7 Conclusions

A hybrid artificial neural network which combines the SOM with the LSSVM is proposed15

to forecast the river flow. One of the most important in developing a satisfactory data-
driven model such as ANN and LSSVM models is the selection of the input variables.
Firstly, the various input determination are performed to determined the capability and
applicability of the ANN and LSSVM models to predict the river flow. By using a evalu-
ation of performance test, the input structure based on ARIMA model is decided as the20

optimal input factor. Next, a cluster technique using SOM is developed to analyze this
input data. The SOM algorithm cluster the training into several disjointed clusters. After
decomposing the data, LSSVM is used to predict the river flow. To illustrate the capa-
bility of the SOM-LSSVM model, monthly river flow from Bernam river, located in the
Selangor of Peninsular Malaysia was chosen as a case study.The results suggest that25

the two-stage architecture provides a promising alternative for time series forecasting.
From the experimental results comparing the performance of a SOM-LSSVM, ARIMA,
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LSSVM and ANN model, it indicates that SOM-LSSVM perform better than the oth-
ers. We can concluded that SOM-LSSVM provides a promising alternative technique
in time series forecasting.
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Technology and Innovation (MOSTI) fundamental research grant scheme under vote number5

79346.

References

Aqil, M., Kita, K., and Macalino, M.: A Preliminary study on the suitability of data driven ap-
proach for continuous water laeve modeling, International Journal of Computer Science,
1(4), 246–252, 2006.10

Asefa, T., Kemblowski, M., McKee, M., and Khalil, A.: Multi-time scale stream flow predictions:
The support vector machines approach, J. Hydrol., 318 (1–4), 7–16, 2006.

Affandi, A. K. and Watanabe, K.: Daily groundwater level fluctuation forecasting using soft
computing technique, Nature and Science, 5(2), 1–10, 2007.

Behzad, M., Asghari, K., Eazi, M., and Palhang, M.: Generalization performance of support15

vector machines and neural networks in runoff modeling, Expert Syst. Appl., 36(4), 7624–
7629, 2009.

Birkinshaw, S. J., Parkin, G., and Rao, Z.: A hybrid neural networks and numerical models
approach for predicting groundwater abstraction impacts, J. Hydroinform., 10(2), 127–137,
2008.20

Budayan, C., Dikmen, I. and Birgonul, M. T.: Comparing the performance of traditional cluster
analysis, self-organizing maps and fuzzy C-means method for strategic grouping, Expert
Syst. Appl., 36 (8), 11772–11781, 2009.

Bowden, G. J., Dandy, G. C., and Maier, H. R.: Input determination for neural network models
in water resources application. Part 1-background and methodology, J. Hydrol., 301, 75–92,25

2005.
Cao, L.: Support vector machines experts for time series forecasting, Neurocomputing, 51,

321–339, 2003.
Chang, P. C. and Liao, T. W.: Combining SOM and fuzzy rule base for flow time prediction in

semiconductor manufacturing factory, Appl. Soft Comput., 6(2), 198–206, 2006.30

8197

http://www.hydrol-earth-syst-sci-discuss.net
http://www.hydrol-earth-syst-sci-discuss.net/7/8179/2010/hessd-7-8179-2010-print.pdf
http://www.hydrol-earth-syst-sci-discuss.net/7/8179/2010/hessd-7-8179-2010-discussion.html
http://creativecommons.org/licenses/by/3.0/


HESSD
7, 8179–8212, 2010

River Flow
Forecasting: a Hybrid

Model of Self
Organizing Maps

S. Ismail et al.

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

Chang, F. J., Chang, L. C., and Wang, Y. S.: Enforced self-organizing map neural networks for
river flood forecasting, Hydrologic Process., 21, 741–749, 2007.

Chang, P. C., Fan, C. Y., and Wang Y. W.: Evolving CBR and data segmentation by SOM for
flow time prediction in semiconductor manufacturing factory, J. Intell. Manuf., 20(4), 421–429,
2008.5

Chen, K. Y. and Wang, C. H.: A hybrid SARIMA and support vector machines in forecasting the
production values of machinery industry in Taiwan, Expert Syst. Appl., 32, 254–264, 2007.

Cheung, K. H., Szeto, K. Y. and Tam, K. Y.: Maximum-entropy approach to identify time-series
lag structure for developing intelligent forecasting systems, International Journal of Compu-
tational Intellegence and Organization, 1(2), 94–106, 1996.10

Corzo, G. A., Solomatine, D. P., Hidayat, de Wit, M., Werner, M., Uhlenbrook, S., and Price,
R. K.: Combining semi-distributed process-based and data-driven models in flow simu-
lation: a case study of the Meuse river basin, Hydrol. Earth Syst. Sci., 13, 1619–1634,
doi:10.5194/hess-13-1619-2009, 2009.

Dibike, Y. B., Velickov, S., Solomatine, D. P., and Abbott, M. B.: Model induction with support15

vector machines: introduction and applications, ASCE J. Comput. Civil Eng., 15(3), 208–216,
2001.

Dibike, Y. D. and Solomatine, D. P.: River flow forecasting using artificial neural networks, Phys.
Chem. Earth (B), 26(1), 1–7, 2001.

Dolling, O. R. and Varas, E. A.: Artificial neural networks for streamflow prediction. Journal of20

Hydraulic Research. 40(4), 547–554, 2003.
Elshorbagy, A., Corzo, G., Srinivasulu, S., and Solomatine, D. P.: Experimental investigation of

the predictive capabilities of data driven modeling techniques in hydrology – Part 1: Concepts
and methodology, Hydrol. Earth Syst. Sci. Discuss., 6, 7055–7093, doi:10.5194/hessd-6-
7055-2009, 2009.25

Elshorbagy, A., Corzo, G., Srinivasulu, S., and Solomatine, D. P.: Experimental investigation
of the predictive capabilities of data driven modeling techniques in hydrology – Part 2: Ap-
plication, Hydrol. Earth Syst. Sci. Discuss., 6, 7095–7142, doi:10.5194/hessd-6-7095-2009,
2009.

Fan, S., Mao, C., and Chen, L.: Next-day electricity-price forecasting using a hybrid network,30

IET. Gener. Transm. Distrib. 1(1), 176–182, 2007.
Fan, S. and Chen, L.: Short-term load forecasting based on an adaptive hybrid method, IEEE

T. Power Syst., 21(1), 392–401, 2006.

8198

http://www.hydrol-earth-syst-sci-discuss.net
http://www.hydrol-earth-syst-sci-discuss.net/7/8179/2010/hessd-7-8179-2010-print.pdf
http://www.hydrol-earth-syst-sci-discuss.net/7/8179/2010/hessd-7-8179-2010-discussion.html
http://creativecommons.org/licenses/by/3.0/


HESSD
7, 8179–8212, 2010

River Flow
Forecasting: a Hybrid

Model of Self
Organizing Maps

S. Ismail et al.

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

Fernandez, C. and Vega, J. A.: Streamflow drought time series forecasting: a case study in
a small watershed in north west spain, Stoch. Environ. Res. Risk Assess, 23, 1063–1070,
2009.

Firat, M.: Comparison of Artificial Intelligence Techniques for river flow forecasting, Hydrol.
Earth Syst. Sci., 12, 123–139, doi:10.5194/hess-12-123-2008, 2008.5

Firat, M.: Artificial Intelligence Techniques for river flow forecasting in the Seyhan River Catch-
ment, Turkey, Hydrol. Earth Syst. Sci. Discuss., 4, 1369–1406, doi:10.5194/hessd-4-1369-
2007, 2007.

Firat, M. and Gungor, M.: Hydrological time-series modeling using an adaptive neuro-fuzzy
inference system, Hydrol. Process., 18, 833–844, 2007.10

Gencoglu, M. T. and Uyar, M.: Prediction of flashover voltage of insulators using least square
support vector machines, Expert Syst. Appl., 36, 10789–10798, 2009.

Hanbay, D.: An expert system based on least square support vector machines for diagnosis of
valvular heart disease, Expert Syst. Appl., 36(4), 8368–8374, 2009.

Hsu, K., Gupta, H. V., Gao, X., Sorooshian, S. and Imam, B.: Self-organizing linear output map15

(SOLO): an artificial neural network suitable for hydrologic modeling and analysis, Water
Resour. Res., 38(11), 1302, 2002.

Hung, N. Q., Babel, M. S., Weesakul, S., and Tripathi, N. K.: An artificial neural network
model for rainfall forecasting in Bangkok, Thailand, Hydrol. Earth Syst. Sci., 13, 1413–1425,
doi:10.5194/hess-13-1413-2009, 2009.20

Huang, W., Bing, Xu, B., and Hilton, A.: Forecasting flow in apalachicola river using neural
networks, Hydrol. Process., 18, 2545–2564, 2004.

Huang, C. L. and Tsai, C. Y.: A hybrid SOFM-SVR with a filter-based feature selection for stock
market forecasting., Expert Syst. Appl., 36 (2, Part 1), 1529–1539, 2009.

Juhos, I., Makra, L., and Toth, B. : Forecasting of traffic orgin NO and NO2 concentrations by25

Support Vector Machines and neural networks using principal component analysis, Simul
Model Pract Th., 16, 1488–1502, 2008.

Jain, A. and Kumar, A. M.: Hybrid neural network models for hydrologic time series forecasting,
Appl. Soft Comput., 7 (2), 585–592, 2007.

Kang, Y. W., Li, J., Cao, G. Y., Tu, H. Y., Li, J., and Yang, J.: Dynamic temperature modeling30

of an SOFC using least square support vector machines, J. Power Sources, 179, 683–692,
2008.

8199

http://www.hydrol-earth-syst-sci-discuss.net
http://www.hydrol-earth-syst-sci-discuss.net/7/8179/2010/hessd-7-8179-2010-print.pdf
http://www.hydrol-earth-syst-sci-discuss.net/7/8179/2010/hessd-7-8179-2010-discussion.html
http://creativecommons.org/licenses/by/3.0/


HESSD
7, 8179–8212, 2010

River Flow
Forecasting: a Hybrid

Model of Self
Organizing Maps

S. Ismail et al.

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

Kalteh, A. M., Hjorth, P., and Berndtsson, R. : Review of the self-organizing map (SOM) ap-
proach in water resources: Analysis, modeliong and application, Enviroment Modeling and
Software, 23, 835–845, 2008.

Khashei, M. and Bijari, M.: An artificial neural network (p,d,q) model for time series forecasting,
Expert Syst. Appl., 37, 479–489, 2010.5

Keskin, M. E. and Taylan, D.: Artifical models for interbasin flow prediction in southern Turkey,
14(6), 752–758, 2009.

Kisi, O.: River flow modeling using artificial neural networks, J. Hydrol. Eng., 9(1), 60–63, 2004.
Kisi, O.: River flow forecasting and estimation using different artificial neural network technique,

Hydrol. Res., 39.1, 27–40, 2008.10

Kohonen, T.: Self-Organizing Maps, New York, Springer, 501, 2001.
Lin, G. F. and Chen, L. H.: Time series forecasting by combining the radial basis function

network and the Self-Organizing Map, Hydrol. Process., 19(9), 1925–1937, 2005.
Lin, G. F. and Chen, L. H.: Identification of homogeneous regions for regional frequency analy-

sis using the Self-Organizing Map, J. Hydrol., 324 (1–4), 1–9, 2006.15

Lin, G. F. and Wu, M. C.: A SOM-based approach to estimating design hyetographs of un-
gauged sites, J. Hydrol., 339 (3–4), 216–226, 2007.

Lin, G. F. and Wu, M. C.: A hybrid neural network model for typhoon-rainfall forecasting, J.
Hydrol., 375 (3–4), 216–226, 2009.

Lin, J. Y., Cheng, C. T., and Chau, K. W.: Using support vector machines for long-term dis-20

charge prediction, Hydrology Sci. J., 51 (4), 599–612, 2006.
Liu, L. and Wang, W.: Exchange rates forecasting with least squares support vector ma-

chines, International Conference on Computer Science and Software Engineering, 1017–
1019, 2008.

Luk, K. C., Ball, J. E., and Sharma A.: A study of optimal model lag and spatial inputs to artificial25

neural network for rainfall forecasting, J. Hydrol., 227, 56–65, 2000.
Maier, H. R. and Dandy, G. C.: Neural networks for the production and forecasting of water

resource variables: a review and modelling issues and application, Environ. Modell. Softw.,
15, 101–124, 2000.

Mangiameli, P., Chen, S. K., and West, D.: A comparison of SOM neural network and hierar-30

chical clustering methods, Eur J. Oper. Res., 93, 402–417, 1996.
Moreno, D., Marco, P., and Olmeda, I.: Self-Organizing Maps could improve the classification

of Spanish mutual funds, Eur. J. Oper. Res., 147, 1039–1054, 2006.

8200

http://www.hydrol-earth-syst-sci-discuss.net
http://www.hydrol-earth-syst-sci-discuss.net/7/8179/2010/hessd-7-8179-2010-print.pdf
http://www.hydrol-earth-syst-sci-discuss.net/7/8179/2010/hessd-7-8179-2010-discussion.html
http://creativecommons.org/licenses/by/3.0/


HESSD
7, 8179–8212, 2010

River Flow
Forecasting: a Hybrid

Model of Self
Organizing Maps

S. Ismail et al.

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

Modarres, R.: Streamflow drought time series forecasting, Stoch. Environ. Res. Risk Assess,
21, 223–233, 2007.

Muhamad, J. R. and Hassan, J. N.: Khabur River flow using artificial neural networks, Al-
Rafidain Engineering, 13(2), 33–42, 2005.

Murao, H., Nishikawa, I., Kitamura, S., Yamada, M., and Xie, P.: A hybrid neural network5

system for the rainfall estiamtion using saellite imagery, Proceedings of International Joint
Conference on Neural Networks, press, 1211–1214, 1993.

Pai, P. F. and Lin, C. S.: A hybrid ARIMA and support vector machines model in stock price
forecasting. Omega, 33, 497–505, 2005.

Pal, N. R., Pal, S., Das, J., and Majumdar, K,: SOFM-MLP: A hybrid neural network for atmo-10

spheric temperature prediction, IEEE Trans. Geosci. Remote Sens., 41, 2783–2791, 2003.
Partal, T. and Kisi, O.: Wavelet and neuro-fuzzy conjuction model for precipitation forecasting,

J. Hydrol., 342, 199–212, 2007.
Refenes, A., Burgess, A. N., and Bents, Y.: Neural networks in financial engineering: A study

in methodology. IEEE Transactions on Neural Networks, 8(5), 1223–1267, 2003.15

Roadknight, C. M., Balls, G. R., Mills, G. E., and Palmer-Brown, D.: Modeling complex environ-
mental data, IEEE T. Neural. Networ., 8(4), 852–862, 1997.

Rui Xu, D. C. W.: Clustering, IEEE, 64–142, 2009.
Sivapragasam, C. and Liong, S. Y.: Flow categorozation model for improving forecasting, Nordic

Hydrol., 36(1), 37–48, 2005.20

Solomatine, P. D., Maskey, M., and Shrestha, D. L.: Instance-based learning compared to other
data-driven methods in hydrological forecasting, Hydrol. Process., 22, 275–287, 2008.

Suykens, J. A. K., Gastel, T. V., De Brabanter, J., De Moor, B., and Vandewalle, J.: Least Square
Support Vector Machine, New Jersey, London, Singapore, Hong Kong, World Scientific, 71–
111, 2005.25

Suykens, J. A. K., Van Gestel, T., De Brabanter, J., De Moor, B., and Vandewalle, J.: Least
squares support vector machines,World Scientific, 2002, Singapore, 2002.

Tang, Z. and Fishwick, P. A.: Feedforward Neural Nets as Models for Time Series Forecasting,
ORSA Journal on Computing, 5(4), 374–385, 1993.

Vapnik, V.: The nature of Statistical Learning Theory, Springer Verlag, Berlin, 1995.30

Vesanto, J. and Alhoniemi, E.: Clustering of the self-organizing map. IEEE Transactions on
Neural Networks, 11(3), 586–600, 2000.

8201

http://www.hydrol-earth-syst-sci-discuss.net
http://www.hydrol-earth-syst-sci-discuss.net/7/8179/2010/hessd-7-8179-2010-print.pdf
http://www.hydrol-earth-syst-sci-discuss.net/7/8179/2010/hessd-7-8179-2010-discussion.html
http://creativecommons.org/licenses/by/3.0/


HESSD
7, 8179–8212, 2010

River Flow
Forecasting: a Hybrid

Model of Self
Organizing Maps

S. Ismail et al.

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

Wang, H. and Hu, D.: Comparison of SVM and LS-SVM for Regression, IEEE, 279–283, 2005.
Wang, W. C., Chau, K. W., Cheng, C. T., and Qiu, L.: A Comparison of Performance of Several

Artificial Intelligence Methods for Forecasting Monthly Discharge Time Series, J. Hydrol.,
374, 294–306, 2009.

Wang, J. and Yan, D.: A high precision prediction method by using combination of ELMAN and5

SOM neural networks. In Proceeding of the first international symposium on neural networks
China, 943–949, 2004.

Yu, P. S., Chen, S. T., and Chang, I. F.: Support vector regression for real-time flood stage
forecasting, J. Hydrol., 328 (3–4), 704–716, 2006.

Yunrong, X. and Liangzhong, J.: Water quality prediction using LS-SVM with particle swarm10

optimization, Second International Workshop on Knowledge Discovery and Data Mining,
900–904, 2009.

Yurekli, K., Kurunc, A., and Simsek, H.: Prediction of Daily Streamflow Based on Stochastic
Approaches, J. Spat. Hydrol. 4(2), 1–12, 2004.

Zhang, G., Patuwo, B. E., and Hu, M. Y.: Forecasting with artificial neural networks: the state15

of the art, Int. J. Forecast., 14, 35–62, 1998.
Zhang, G. P.: Time series forecasting using a hybrid ARIMA and neural network model, Neuro-

computing, 50, 159–175, 2003.

8202

http://www.hydrol-earth-syst-sci-discuss.net
http://www.hydrol-earth-syst-sci-discuss.net/7/8179/2010/hessd-7-8179-2010-print.pdf
http://www.hydrol-earth-syst-sci-discuss.net/7/8179/2010/hessd-7-8179-2010-discussion.html
http://creativecommons.org/licenses/by/3.0/


HESSD
7, 8179–8212, 2010

River Flow
Forecasting: a Hybrid

Model of Self
Organizing Maps

S. Ismail et al.

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

Table 1. Model input for forecating.

Model Model input

M1 yt = f (xt−1,xt−2)

M2 yt = f (xt−1,xt−2,xt−3,xt−4)

M3 yt = f (xt−1,xt−2,xt−3,xt−4,xt−5,xt−6)

M4 yt = f (xt−1,xt−2,xt−3,xt−4,xt−5,xt−6,xt−7,xt−8)

M5 yt = f (xt−1,xt−2,xt−3,xt−4,xt−5,xt−6,xt−7,xt−8,xt−9,xt−10)

M6 yt = f (xt−1,xt−2,xt−3,xt−4,xt−5,xt−6,xt−7,xt−8,xt−9,xt−10,xt−11,xt−12)

M7 yt = f (xt−1,xt−2,xt−4,xt−5,xt−7,xt−10,xt−12) (Stepwise)

M8 yt = f (xt−1,xt−2,xt−12,xt−13,xt−14,xt−24,xt−25,xt−26,at−12,at−24) (ARIMA Model)
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Table 2. The result for the training and forecasting using ANN model.

Data Hidden Training Forecasting

Neurons MAE RMSE R MAE RMSE R

M1 (I =2)

I/2 0.0967 0.1259 0.5377 0.0877 0.1096 0.5084
I 0.0961 0.1257 0.5392 0.0883 0.1105 0.4993
2I 0.0969 0.1257 0.5398 0.0899 0.1113 0.4939
2I+1 0.0971 0.1263 0.5333 0.0877 0.1110 0.4928

M2 (I =4)

I/2 0.1150 0.1506 0.5426 0.1004 0.1316 0.5085
I 0.1135 0.1500 0.5478 0.1089 0.1372 0.4547
2I 0.1135 0.1489 0.5571 0.1006 0.1295 0.5307
2I+1 0.1126 0.1482 0.5628 0.1073 0.1339 0.4895

M3 (I =6)

I/2 0.1098 0.1411 0.3363 0.0974 0.1200 0.3306
I 0.0940 0.1258 0.5426 0.0889 0.1126 0.4727
2I 0.0909 0.1197 0.6013 0.0871 0.1087 0.5368
2I+1 0.0936 0.1232 0.5684 0.0870 0.1112 0.4850

M4 (I=8)

I/2 0.1125 0.1473 0.5756 0.1027 0.1255 0.5742
I 0.1100 0.1449 0.5937 0.0988 0.1284 0.5546
2I 0.1075 0.1404 0.6263 0.1013 0.1237 0.5991
2I+1 0.1067 0.1417 0.6176 0.1059 0.1321 0.5428

M5 (I =10)

I/2 0.1245 0.1602 0.4584 0.1153 0.1466 0.3245
I 0.1025 0.1359 0.6565 0.101 0.1279 0.5749
2I 0.1059 0.1402 0.6279 0.0955 0.1204 0.6284
2I+1 0.1056 0.1396 0.6315 0.1121 0.1391 0.4912

M6 (I =12)

I/2 0.0868 0.1143 0.6410 0.0750 0.1050 0.5738
I 0.0870 0.1154 0.6318 0.0812 0.1057 0.5632
2I 0.0828 0.1105 0.6705 0.0873 0.1088 0.5543
2I+1 0.0838 0.1107 0.6686 0.0790 0.1039 0.0578

M7 (I =7)

I/2 0.0863 0.1150 0.6352 0.0755 0.1034 0.5863
I 0.0879 0.1155 0.6309 0.0775 0.1078 0.5447
2I 0.0852 0.1134 0.6476 0.0791 0.1086 0.5397
2I+1 0.0850 0.1127 0.6533 0.0766 0.1048 0.5736

M8 (I =10)

I/2 0.0567 0.0749 0.908 0.0697 0.0968 0.8256
I 0.0595 0.0756 0.9063 0.0758 0.1010 0.7937
2I 0.0553 0.0716 0.9165 0.0605 0.0837 0.8610
2I+1 0.0653 0.0834 0.8846 0.0785 0.0997 0.7755
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Table 3. The result for the training and forecasting using LSSVM model.

Data
Training Forecasting

MAE RMSE R MAE RMSE R

M1 0.0955 0.1248 0.5494 0.0858 0.1080 0.5191
M2 0.0850 0.1120 0.6757 0.0860 0.1084 0.5207
M3 0.0829 0.1120 0.6647 0.0797 0.1000 0.6092
M4 0.0853 0.1134 0.6564 0.0812 0.1021 0.6037
M5 0.0773 0.1035 0.7767 0.0800 0.1084 0.5232
M6 0.0744 0.1018 0.7308 0.0744 0.0995 0.6191
M7 0.0800 0.1075 0.7033 0.0775 0.1038 0.5776
M8 0.0438 0.0579 0.9319 0.0457 0.0621 0.8727
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Table 4. The result for the training and forecasting using a hybrid model of SOM-LSSVM for
different of map sizes.

Map Training Forecasting

Sizes MAE RMSE R MAE RMSE R

2×2 0.0211 0.0333 0.9782 0.0441 0.0620 0.8766
3×3 0.0278 0.0378 0.9700 0.0430 0.0621 0.8734
4×4 0.0340 0.0475 0.9590 0.0465 0.0647 0.8651
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Table 5. Comparative performance between forecasting models.

Model
Training Forecasting

MAE RMSE R MAE RMSE R

ARIMA 0.0797 0.1049 0.7098 0.0767 0.1042 0.5842
ANN 0.0553 0.0716 0.9165 0.0605 0.0837 0.8610
LSSVM 0.0438 0.0579 0.9319 0.0457 0.0621 0.8727
SOM-LSSVM 0.0211 0.0333 0.9782 0.0441 0.0620 0.8766
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Figure 1. The SOM architecture 2 
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Figure 2. The SOM-LSSVM architecture 6 

 7 

Fig. 1. The SOM architecture.
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Fig. 2. The SOM-LSSVM architecture.
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Fig. 3. The study area.
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Fig. 4. ACF and PACF for Monthly River Flow of Bernam River.
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Figure 5. Predicted And Observed Stremflow During Testing Period By ARIMA, ANN, 6 

LSSVM And SOM-LSSVM For Bernam River 7 
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Fig. 5. Predicted and observed stremflow during testing period by ARIMA, ANN, LSSVM and
SOM-LSSVM for Bernam River.
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